Gradient Descent Homework

CMSC643
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1. Write the gradient of Residual Sum of Squares (RSS) loss
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2. Write the gradient descent update equations to minimize RSS

3. Write the gradient of regularized RSS loss
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4. Write the gradient descent update equations to minimize regularized RSS

5. Write the gradient of SVM loss (regularized hinge-loss)
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6. Write the gradient descent update equations to fit a linear SVM (minimize regularized hinge-loss)



